Correction

SUSTAINABILITY SCIENCE

The authors wish to note the following: “In the semiempirical hindcasts of 20th century global warming-driven sea-level change, an error occurred when estimating historical sea-level change (H in Fig. 1B; red curves in Fig. S4) from the samples of historical temperature, $T_j$ (red curves in Fig. S4 Insets). The estimate of historical sea-level change (Table 1, row labeled ‘Historical’) is necessary to calculate the fraction of sea-level change not driven by global warming, and so this error also affected the estimates of this fraction (Table 1, rows under the heading ‘Percent of historical’). As described, to generate each $T_j$, each temperature sample from the proxy-based temperature distribution was replaced after 1900 with a global temperature estimate based on weather station data. The HadCRUT4 global temperature data (not HadCRUT3, as originally stated) were used. These data should have been shifted so as to minimize the misfit between the HadCRUT4 record and each $T_j$ over the period 1850–1900. Unfortunately, a coding error led to an alignment that yielded samples $T_j$ that were 0.06 °C too high after 1900. As a consequence, we note the below changes.

“The initially published version of the paper states that the hindcast 20th century GSL rise, driven by observed temperatures, is $\sim$13 cm, with a 90% credible interval of 7.7–17.5 cm. The corrected hindcast projection is $\sim$11 cm, with a 90% credible interval of 6.0–15.4 cm (Table 1, row labeled ‘Historical’). This remains consistent with the observed GSL rise of 13.8 ± 1.5 cm.

“The initially published version of the paper states that, of the hindcast 20th century GSL rise, it is very likely ($P = 0.90$) that $-27\%$ to $41\%$ of the total (scenario 1) or $-10\%$ to $51\%$ of the total (scenario 2) would have occurred in the absence of anthropogenic warming. The corrected values are $-32\%$ to $51\%$ (scenario 1) and $-13\%$ to $59\%$ (scenario 2) (Table 1, rows under the heading ‘Percent of historical’).

“The initially published version of the paper states that, under all calibrations and scenarios, it is likely ($P > 0.83$) that observed 20th century GSL rise exceeded the nonanthropogenic counterfactuals by 1940 CE and extremely likely ($P \geq 0.95$) that it had done so by 1950 CE. In the corrected results, it is likely ($P > 0.88$) that the observed 20th century GSL rise exceeded the nonanthropogenic counterfactuals by 1950 CE and extremely likely ($P \geq 0.95$) that it had done so by 1970 CE (Dataset S1, h).”

The authors also note that on page E1439, left column, Eq. 10, line 3, $dc(t)/dt = c/\tau_2$ should instead appear as $dc(t)/dt = -c/\tau_2$.

The corrected Table 1, Fig. 1, and its corresponding legend appear below. In the online Supporting Information, Dataset S1, Fig. S4, and its corresponding legend have been corrected and updated.
Fig. 1. (A) Global sea level (GSL) under prior ML2.1. Note that the model is insensitive to small linear trends in GSL over the Common Era, so the relative heights of the 700–1000 CE and 20th century peaks are not comparable. (B) The 90% credible intervals for semiempirical hindcasts of 20th century sea-level change under historical temperatures (H) and counterfactual scenarios 1 and 2, using both temperature calibrations. (C) Two reconstructions of global mean temperature anomalies relative to the 1850–2000 CE mean (1, 2). (D) Semiempirical fits to the GSL curve using the two alternative temperature reconstructions. (E) As in D, including 21st century projections for RCPs 2.6, 4.5, and 8.5. Red lines show the fifth percentile of RCP 2.6 and 95th percentile of RCP 8.5. (F) The 90% credible intervals for 2100 by RCP. In A, B, and D, values are with respect to 1900 CE baseline; in E and F, values are with respect to 2000 CE baseline. Heavy shading, 67% credible; light shading, 90% credible.

Table 1. Hindcasts of 20th century GSL rise (centimeters)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Summary</th>
<th>Calibrated to individual temperature reconstructions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mann et al. (1)</td>
</tr>
<tr>
<td></td>
<td>50th percentile</td>
<td>5th–95th percentile</td>
</tr>
<tr>
<td>Observed</td>
<td>13.8</td>
<td>12.6–15.0</td>
</tr>
<tr>
<td>Historical</td>
<td>11.1</td>
<td>6.0–15.4</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>0.6</td>
<td>−3.5–4.1</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>4.0</td>
<td>−0.9–7.5</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>−13–59</td>
</tr>
</tbody>
</table>

Percent of historical

| Scenario 1| 6                      | −32–51               | 8               | −11–26              | 3               | −32–51              |
| Scenario 2| 35                     | −13–59               | 44              | 28–59               | 25              | −13–49              |

All values are with respect to year 1900 CE baseline.
Summary results show means of medians, minima of lower bounds, and maxima of upper bounds taken across both temperature calibrations.
Fig. S4. Counterfactual hindcasts of global mean sea-level rise in the absence of anthropogenic warming. Each row assumes a different counterfactual temperature scenario (see Materials and Methods), while each column represents model calibration to a different temperature reconstruction (Inset). In the temperature Insets, the black lines represent the original temperature reconstruction to 1900, the red line represents the HadCRUT4 temperature reconstruction for the 20th century, and the blue line represents the counterfactual scenario. In the main plots, the red and blue curves correspond, respectively, to the HadCRUT4 and counterfactual temperature scenarios. The difference between them can be interpreted as the anthropogenic GSL rise. Heavy shading, 67% credible; light shading, 90% credible.
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Abstract

We assess the relationship between temperature and global sea-level (GSL) variability over the Common Era through a statistical metaanalysis of proxy relative sea-level reconstructions and tide-gauge data. GSL rose at 0.1 ± 0.1 mm/y (2σ) over 0–700 CE. A GSL fall of 0.2 ± 0.2 mm/y over 1000–1400 CE is associated with ~0.2 °C global mean cooling. A significant GSL acceleration began in the 19th century and yielded a 20th century rise that is extremely likely (probability P > 0.95) faster than during any of the previous 2000 years. A semiempirical model calibrated against the GSL reconstruction indicates that, in the absence of anthropogenic climate change, it is extremely likely (P > 0.95) that 20th century GSL would have risen by less than 51% of the observed 13.8 ± 1.5 cm. The new semiempirical model largely reconciles previous differences between semiempirical 21st century GSL projections and the process model-based projections summarized in the Inter-governmental Panel on Climate Change’s Fifth Assessment Report.

Estimates of global mean temperature variability over the Common Era are based on global, statistical metaanalyses of temperature proxies (e.g., refs. 1–3). In contrast, reconstructions of global sea-level (GSL) variability have relied upon model hindcasts (e.g., ref. 4), regional relative sea-level (RSL) reconstructions adjusted for glacial isostatic adjustment (GIA) (e.g., refs. 5–8), or iterative tuning of global GIA models (e.g., ref. 9). Based primarily on one regional reconstruction (8), the Intergovernmental Panel on Climate Change’s Fifth Assessment Report (IPCC’s Fifth Assessment Report (AR5)) (10) concluded with medium confidence that GSL fluctuations over the last 5 millennia were <±25 cm. However, AR5 was unable to determine whether specific fluctuations observed in some regional records (e.g., ref. 5) were global in extent. Similarly, based upon a tuned global GIA model, ref. 9 found no evidence of GSL oscillations exceeding ~15–20 cm between ~2250 and 1800 CE and no evidence of GSL trends associated with climatic fluctuations.

The increasing availability and geographical coverage of continuous, high-resolution Common Era RSL reconstructions provides a new opportunity to formally estimate GSL change over the last ~3,000 years. To do so, we compiled a global database of RSL reconstructions from 24 localities (Dataset S1, a and Fig. S1A), many with decimeter-scale vertical resolution and subcentennial temporal resolution. We augment these geological records with 66 tide-gauge records, the oldest of which (11) begins in 1700 CE (Dataset S1b and Fig. S1B), as well as a recent tide-gauge–based estimate of global mean sea-level change since 1880 CE (12).

To analyze this database, we construct a spatiotemporal empirical hierarchical model (13, 14) that distinguishes between sea-level changes that are common across the database and those that are confined to smaller regions. The RSL field f(x,t) is represented as the sum of three components, each with a Gaussian process (GP) prior (15).

\[ f(x,t) = g(t) + l(x)(t-t_0) + m(x,t). \]  

Here, x represents spatial location, t represents time, and t₀ is a reference time point (2000 CE). The three components are (i) GSL g(t), which is common across all sites and primarily represents contributions from thermal expansion and changing land ice volume; (ii) a regionally varying, temporally linear field l(x)(t–t₀), which represents slowly changing processes such as GIA, tectonics, and natural sediment compaction; and (iii) a regionally varying, temporally nonlinear field m(x,t), which primarily represents factors such as ocean/atmosphere dynamics (16) and static equilibrium “fingerprint” effects of land–ice mass balance changes (17, 18). The regional nonlinear field also incorporates small changes in rates of GIA, tectonics, and compaction that occur over the Common Era. The incorporation of the regionally correlated terms l(x)(t–t₀) and m(x,t) ensures that records from regions with a high density of

Significance

We present the first, to our knowledge, estimate of global sea-level (GSL) change over the last ~3,000 years that is based upon statistical synthesis of a global database of regional sea-level reconstructions. GSL varied by ~8 cm over the pre-Industrial Common Era, with a notable decline over 1000–1400 CE coinciding with ~0.2 °C of global cooling. The 20th century rise was extremely likely faster than during any of the 27 previous centuries. Semiempirical modeling indicates that, without global warming, GSL in the 20th century very likely would have risen by between ~3 cm and ~7 cm, rather than the ~14 cm observed. Semiempirical 21st century projections largely reconcile differences between Intergovernmental Panel on Climate Change projections and semiempirical models.
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observations are not unduly weighted in estimating the common GSL signal \( g(t) \).

Because a constant-rate trend in \( g(t) \) could also be interpreted as a regional linear trend that is present at all reconstruction sites but is not truly global, we condition the model on the assumption that mean GSL over \(-100\)–\(100\) CE is equal to mean GSL over 1600–1800 CE and focus on submillennial variations (Fig. 1A). We chose the first window to encompass the beginning of the Common Era and the last window to cover the last 2 centuries before the development of a tide-gauge network outside of northern Europe.

The priors for each component are characterized by hyperparameters that comprise amplitudes (for all three components), timescales of variability [for \( g(t) \) and \( m(x,t) \)], and spatial scales of variability [for \( l(x) \) and \( m(x,t) \)] (Dataset S1, c). We consider five priors with different hyperparameters (see Supporting Information). The presented rates are taken from prior \( \text{ML}_2,1 \), which is optimized under the assumption that the a priori timescales of variability in global and regional sea-level change are the same. Results from the four alternative priors are presented in Supporting Information. Quoted probabilities are conservatively taken as minima across all five priors. Illustrative fits at specific sites are shown in Fig. S2.

Results and Discussion

**Common Era Reconstruction.** Pre-20th-century Common Era GSL variability was very likely (probability \( P=0.90 \)) between \( \pm 7 \) cm and \( \pm 11 \) cm in amplitude (Fig. 1A and Dataset S1, e). GSL rose from 0 CE to 700 CE (\( P \geq 0.98 \)) at a rate of 0.1 \( \pm 0.1 \) mm/y (2σ), was nearly stable from 700 CE to 1000 CE, then fell from 1000 CE and 1400 CE (\( P \geq 0.98 \)) at a rate of 0.2 \( \pm 0.2 \) mm/y (Fig. 1A). GSL likely rose from 1400 CE to 1600 CE (\( P \geq 0.75 \)) at 0.3 \( \pm 0.4 \) mm/y and fell from 1600 CE to 1800 CE (\( P \geq 0.86 \)) at 0.3 \( \pm 0.3 \) mm/y.

Historic GSL rise began in the 19th century, and it is very likely (\( P \geq 0.93 \)) that GSL has risen over every 40-y interval since 1860 CE. The average rate of GSL rise was 0.4 \( \pm 0.5 \) mm/y from 1860 CE to 1900 CE and 1.4 \( \pm 0.2 \) mm/y over the 20th century. It is extremely likely (\( P \geq 0.95 \)) that 20th century GSL rise was faster than during any preceding century since at least \(-800 \) CE.

The spatial coverage of the combined proxy and long-term tide-gauge dataset is incomplete. The available data are sufficient to reduce the posterior variance in the mean over 1700 CE rate by \( >10\% \) relative to the prior variance along coastlines in much of the North Atlantic and the Gulf of Mexico, and parts of the Mediterranean, the South Atlantic, the South Pacific, and Australasia (Fig. 2A). High-resolution proxy records are notably lacking from Asia, most of South America, and most of Africa. Nevertheless, despite the incomplete coverage and regional variability, sensitivity analyses of different data subsets indicate that key features of the GSL curve—a rise over 0–700 CE, a fall over 1000–1400 CE, and a rise beginning in the late 19th century—are not dependent on records from any one region (Dataset S1, f). By contrast, the rise over 1400–1600 CE and fall over 1600–1800 CE are not robust to the removal of data from the western North Atlantic.

On millennial and longer timescales, regional RSL change can differ significantly from GSL change as a result of GIA, tectonics, and sediment compaction (Fig. 2). For example, over 0–1700 CE, RSL rose at 1.5 \( \pm 0.1 \) mm/y in New Jersey, on the collapsing forebulge of the former Laurentide Ice Sheet, and fell at 0.1 \( \pm 0.1 \) mm/y on Christmas Island, in the far field of all late Pleistocene ice cover (Dataset S1, g). Detrended RSL (after removal of the average 0–1700 CE rate) reveals notable patterns of temporal variability, especially in the western North Atlantic, where the highest-resolution reconstructions exist. Rates of RSL change in New Jersey and North Carolina vary from the long-term mean in opposite directions over 0–700 CE and 1000–1400 CE (Fig. 2 and Dataset S1, g). Over 0–700 CE, a period over which GSL rose at 0.1 \( \pm 0.1 \) mm/y, detrended RSL rose in New Jersey (\( P \geq 0.91 \)) while it fell in North Carolina (\( P \geq 0.88 \)). Conversely, over 1000–1400 CE, while GSL was falling, detrended RSL fell in New Jersey (\( P \geq 0.90 \)) while it rose in North Carolina (\( P \geq 0.99 \)). This pattern is consistent with changes in the Gulf Stream (16) or in mean nearshore wind stress (19). If driven by the Gulf Stream, it suggests a weakening or polar migration of the Gulf Stream over 0–700 CE, with a strengthening or equatorial migration occurring over 1000–1400 CE.

Fig. 1. (A) Global sea level (GSL) under prior \( \text{ML}_2,1 \). Note that the model is insensitive to small linear trends in GSL over the Common Era, so the relative heights of the 300–1000 CE and 20th century peaks are not comparable. (B) The 90% credible intervals for semiempirical hindcasts of 20th century sea-level change under historical temperatures (H) and counterfactual scenarios 1 and 2, using both temperature calibrations. (C) Reconstructions of global mean temperature anomalies relative to the 1850–2000 CE mean (1, 2). (D) Semiempirical fits to the GSL curve using the two alternative temperature reconstructions. (E) As in B, including 21st century projections for RCPs 2.6, 4.5, and 8.5. Red lines show the fifth percentile of RCP 2.6 and 95th percentile of RCP 8.5. (F) The 90% credible intervals for 2100 by RCP. In A, B, and D, values are with respect to 1900 CE baseline; in E and F, values are with respect to 2000 CE baseline. Heavy shading, 67% credible interval; light shading, 90% credible interval.
Our estimate differs markedly from previous reconstructions of Common Era GSL variability (5, 6, 9, 20) (Fig. S3). For example, the ref. 20 hindcast predicts GSL swings with ∼4× larger amplitude, and it includes a rise from 650 CE to 1200 CE (a period of GSL stability in the data-based estimate) and a fall from 1400 CE to 1700 CE (a period of approximate GSL stability in the data-based estimate). The curve derived from the detrended North Carolina RSL reconstruction (5) indicates an amplitude of change closer to our GSL reconstruction but differs in phasing from it, with a relatively high sea level during ∼1200–1500 CE likely reflecting the regional processes mentioned above. The globally tuned GIA model of ref. 9, which includes 31 data points from the last millennium (compared with 790 proxy data points in our analysis), found no systematic GSL changes over the Common Era.

Twentieth Century GSL Rise. Semiempirical models of GSL change, based upon statistical relationships between GSL and global mean temperature or radiative forcing, provide an alternative to process models for estimating future GSL rise (e.g., refs. 20–23) and generating hypotheses about past changes (e.g., refs. 4, 20, and 24). The underlying physical assumption is that GSL is expected to rise in response to climatic warming and reach higher levels during extended warm periods, and conversely during cooling and extended cool periods. Ref. 5 generated the first semiempirical GSL model calibrated to Common Era proxy data, but relied upon sea-level data from a single region rather than a global synthesis.

Our new GSL curve shows that multicentury GSL variability over the Common Era shares broad commonalities with global mean temperature variability, consistent with the assumed link that underlies semiempirical models. For example, the 9 ± 8 cm GSL fall over 1000–1400 CE coincides with a ∼0.2 °C decrease in global mean temperature, and the 9 ± 3 cm GSL rise over 1860–1960 CE coincides with ∼0.2 °C warming (2). Motivated by these commonalities, using our GSL reconstruction and two global mean temperature reconstructions (1, 2), we construct a semiempirical GSL model that is able to reproduce the main features of GSL evolution (Fig. 1 B and C).

To assess the anthropogenic contribution to GSL rise, we consider two hypothetical global mean temperature scenarios without anthropogenic warming. In scenario 1, the gradual temperature decline from 500 CE to 1800 CE is taken as representative of Earth’s long-term, late Holocene cooling (2), and, in 1900 CE, temperature returns to a linear trend fit to 500–1800 CE. In scenario 2, we assume that 20th century temperature stabilizes at its 500–1800 CE mean. The difference between GSL change predicted under these counterfactuals and that predicted

![Fig. 2. (A) Mean estimated rate of change (millimeters per year) over 0–1700 CE under prior ML2.1. In shaded areas, conditioning on the observations reduces the variance by at least 10% relative to the prior. (B–F) Mean estimated rates of change (mm/y) from (B) 0–700 CE, (C) 700–1400 CE, (D) 1400–1800 CE, (E) 1800–1900 CE, and (F) 1900–2000 CE, after removing the 0–1700 CE trend. Areas where a rise and a fall are about equally likely (P = 0.33–0.67) are cross-hatched. The color scales are centered around the noted rate of GSL change.](https://www.pnas.org/content/113/26/7215/F1.large.jpg)
under observed temperatures represents two alternative interpretations of the anthropogenic contribution to GSL rise (Table 1, Fig. 1A, and Fig. S4). Both scenarios show a dominant human influence on 20th century GSL rise.

The hindcast 20th century GSL rise, driven by observed temperatures, is ~13 cm, with a 90% credible interval of 7.7–17.5 cm. This is consistent with the observed GSL rise of 13.8 ± 1.5 cm, which is due primarily to contributions from thermal expansion and glacier mass loss (25). Of the hindcast 20th century GSL rise, it is very likely ($P > 0.90$) that –27% to +41% of the total (scenario 1) or –10% to +51% of the total (scenario 2) would have occurred in the absence of anthropogenic warming. Under all calibrations and scenarios, it is likely ($P > 0.88$) that observed 20th century GSL rise exceeded the nonanthropogenic counterfactuals by 1940 CE and extremely likely ($P > 0.95$) that it had done so by 1950 CE (Dataset S1, h). The GSL rise in the alternative scenarios is related to the observation that global mean temperature in the early 19th century was below the 500–1800 CE trend (and thus below the 20th century in scenario 1) and, for most of the 19th century, was below the 500–1800 CE mean (and thus below the 20th century in scenario 2) (Fig. S4).

The estimates of the nonanthropogenic contribution to 20th century GSL rise are similar to ref. 4’s semiempirical estimate of 1–7 cm. They are also comparable to the detrended fluctuation analysis estimates of refs. 26 and 27, which found it extremely likely that < ~40% of observed GSL rise could be explained by natural variability. These previous estimates, however, could have been biased low by the short length of the record used. The 3,000-y record underlying our estimates provides greater confidence.

Projected 21st Century GSL Rise. The semiempirical model can be combined with temperature projections for different Representative Concentration Pathways (RCPs) to project future GSL change (Table 2, Fig. 1D, and Dataset S1, i). RCPs 8.5, 4.5, and 2.6 correspond to high-end “business-as-usual” greenhouse gas emissions, moderate emissions abatement, and extremely strong emissions abatement, respectively. They give rise to very likely ($P > 0.90$) GSL rise projections for 2100 CE (relative to 2000 CE) of 52–131 cm, 33–85 cm, and 24–61 cm, respectively. Comparison of the RCPs indicates that a reduction in 21st century sea-level rise of ~30 to 70 cm could be achieved by strong mitigation efforts (RCP 2.6), even though sea level is a particularly “slow-responding” component of the climate system.

Since ref. 21 inaugurated the recent generation of semiempirical models with its critique of the process model-based GSL projections of the IPCC’s Fourth Assessment Report (AR4) (28), semiempirical projections have generally exceeded those based upon process models. While AR5’s projections (29) were significantly higher than those of AR4, semiempirical projections (e.g., ref. 30) have continued to be higher than those favored by the IPCC. However, our new semiempirical projections are lower than past results, and they overlap considerably with those of AR5 (29) and of ref. 30, which used a bottom-up probabilistic estimate of the different factors contributing to sea-level change. They also agree reasonably well with the expert survey of ref. 31 (Table 2). Our analysis thus reconciles the remaining differences between semiempirical and process-based models of 21st century sea-level rise and strengthens confidence in both sets of projections. However, both semiempirical and process model-based projections may underestimate GSL rise if new processes not active in the calibration period and not well represented in process models [e.g., marine ice sheet instability in Antarctica (32)] become major factors in the 21st century.

Conclusions

We present, to our knowledge, the first Common Era GSL reconstruction that is based upon the statistical integration of a global database of RSL reconstructions. Estimated GSL variability

---

**Table 1. Hindcasts of 20th century GSL rise (centimeters)**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>50th percentile</th>
<th>5th-95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>13.8</td>
<td>12.6–15.0</td>
</tr>
<tr>
<td>Historical</td>
<td>13.0</td>
<td>7.7–17.5</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>0.6</td>
<td>–3.5–4.1</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>4.0</td>
<td>–0.9–7.5</td>
</tr>
</tbody>
</table>

Percent of historical

<table>
<thead>
<tr>
<th>Scenario</th>
<th>5th–95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>5</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>30</td>
</tr>
</tbody>
</table>

**Table 2. Projections of 21st century GSL rise (centimeters)**

<table>
<thead>
<tr>
<th>Method</th>
<th>This study semiempirical</th>
<th>ARS (29) assessment</th>
<th>Schaeffer et al. (23) semiempirical</th>
<th>Kopp et al. (30) bottom-up</th>
<th>Horton et al. (31) survey</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50th percentile</td>
<td>17th–83rd percentile</td>
<td>5th–95th percentile</td>
<td>50th percentile</td>
<td>17th–83rd percentile</td>
</tr>
<tr>
<td>RCP 2.6</td>
<td>38</td>
<td>28–51</td>
<td>24–61</td>
<td>43</td>
<td>28–60</td>
</tr>
<tr>
<td>RCP 8.5</td>
<td>76</td>
<td>59–105</td>
<td>52–131</td>
<td>73</td>
<td>53–97</td>
</tr>
</tbody>
</table>

All values are with respect to year 1900 CE baseline. Summary results show means of medians, minima of lower bounds, and maxima of upper bounds. n.a., not asked; n.c., not calculated.
over the pre-20th century Common Era was very likely between 
~±7 cm and ~±11 cm, which is more tightly bound than the 
±25 cm assessed by AR5 (10) and smaller than the variability 
estimated by a previous semiempirical hindcast (4). The most 
robust pre-Industrial signals are a GSL increase of 0.1 ±0.1 
mm/y from 0 CE to 700 CE and a GSL fall of 0.2 ± 0.2 mm/y 
from 1000 CE to 1400 CE. The latter decline coincides with a 
decade in global mean temperature of −0.2°C, motivating the 
construction of a semiempirical model that relates the rate of 
GSL change to global mean temperature. Counterfactual 
hindcasts with this model indicate that it is extremely likely (P = 0.95) 
that less than about half of the observed 20th century GSL rise 
would have occurred in the absence of global warming, and that it 
is very likely (P = 0.90) that, without global warming, 20th 
century GSL rise would have been between −3 cm and +7 cm, 
rather than the observed 14 cm. Forward projections indicate a 
very likely 21st century GSL rise of 52–131 cm under RCP 8.5 
and 24–61 cm under RCP 2.6, values that provide greater 
consistency with process model-based projections preferred by 
AR5 than previous semiempirical projections.

Materials and Methods

Sea-Level Records. The database of GSL reconstructions (Dataset S2) was 
compiled from published literature, either directly from the original publications 
or by contacting the corresponding author (5, 7, 8, 33–89). The database is not a 
complete compilation of all sea-level index points from the last ~3000 years. 
Instead, we include only those reconstructions that we qualitatively assessed as 
having sufficient vertical and temporal resolution and density of data points to 
allow identification of nonlinear variations, should they exist. This assessment 
was primarily based on the number of independent age estimates in each re-
cord. Where necessary and possible, we also included lower-resolution recon-
structions to ensure that long-term linear trends were accurately captured if the 
detailed reconstruction was of limited duration. For example, the detailed re-
construction from the Isle of Wight (69) spans only the last 300 y, and we 
therefore included a nearby record that described regional GSL trends in 
southwestern England over the last 2000 y (51).

Each database entry includes reconstructed GSL, RSL error, age, and age 
error. For regional reconstructions produced from multiple sites (e.g., ref. 5), we 
treated each site independently. Where we used publications that pre-
viously compiled GSL reconstructions (e.g., refs. 37 and 45), the results were 
used as presented in the compilation. GSL error was assumed to be a 2α 
range unless the original publication explicitly stated otherwise or if the 
reconstruction was generated using a transfer function and a Riemann Mean 
SE Standard Error of Prediction was reported, in which case this was treated as 
a 1σ range. We did not reinterpret or reanalyze the published data, ex-
cept for the South American data (33, 59, 71, 90) that were mostly derived 
from marine mulluks (vermicones). The radiocarbon ages for these data were 
recalibrated using a more recent marine reservoir correction (91) and the 
IntCal13 and MARINE13 radiocarbon age calibration curves (92).

The tide-gauge records were drawn from the Permanent Service for 
Mean Sea Level (PMSML) (93, 94). We included all records that were either (i) longer 
than 150 y, (ii) within 5 degrees distance of a proxy site and longer than 70 y, 
or (iii) the nearest tide gauge to a proxy site that is longer than 20 y (Dataset 
S1, b). We complement these with multicentury records from Amsterdam 
(1700–1925 CE) (11), Kronstadt (1773–1993 CE) (95), and Stockholm (1774– 
2000 CE) (96), as compiled by PMSML. Annual tide-gauge data were 
smoothed by fitting a temporal GP model to each record and then 
transforming the fitted model to decadal averages, both for computational 
efficiency and because the decadal averages more accurately reflect the 
recording capabilities of proxy records.

To incorporate information from a broader set of tide-gauge records, we 
also included decadal averages from the Kalman smoother-estimated GSL for 
1880–2010 CE of ref. 12. Off-diagonal elements of the GSL covariance matrix 
were derived from an exponential decay function with a 3-year decorrelation 
timescale. This timescale was set based on the mean temporal correlation 
coefficient across all tide gauges using the annual PMSML data, which 
approaches zero after 2 y.

Spatiotemporal Statistical Analysis. Hierarchical models (for a review 
targeted at paleoclimatologists, see ref. 14) divide into different levels. The 
 hierarchical model we use separates into (i) a data level, which models 
how the spatiotemporal sea-level field is recorded, with vertical 
and temporal noise, by different proxies; (ii) a process level, which models the 
latent spatiotemporal field of RSL described by Eq. 1; and (iii) a hyper-
parameter level. We used an empirical Bayesian analysis method, meaning, 
that for computational efficiency, the hyperparameters used are point 
estimates calibrated in a manner informed by the data (and described in 
greater detail in Supporting Information); thus, our framework is called 
an empirical hierarchical model. The output of the hierarchical model 
includes a posterior probability distribution of the latent spatiotemporal 
field f(x, t), conditional on the point estimate hyperparameters. (Dataset 
S3 provides the full time series and covariance of the posterior estimate of 
GSL) Our use of GP priors at the process level and normal likelihoods at the 
data level renders the calculation of this conditional posterior ana-
lytically tractable (15).

At the data level, the observations y are modeled as

\[
y_i = f(x_i, t_i) + w(x_i) + \epsilon_i
\]  

\[
t_i = t_i + \epsilon_t
\]  

\[
w(x, t) = GP\{0, c_0^y \delta(x, x) \delta(t, t)\}
\]  

\[
y(x, t) = GP\{0, c_0^y \delta(x, x)\}
\]  

where \(x_i\) is the spatial location of observation \(i\), \(t_i\) is its age, \(w(x, t)\) is a white 
noise process that captures sea-level variability at a subdecadal level 
(we treat here as noise), \(\epsilon_t\) is the mean observed age, \(\epsilon_f\) and \(\epsilon_t\) are errors in 
the age and sea-level observations, \(y_i\) is a site-specific datum offset, and 
\(\delta\) is the Kronecker delta function. The notation \(GP\{\mu, c(x, x')\}\) denotes a GP 
with mean \(\mu\) and covariance function \(K(x, x')\). For tide gauges, \(\epsilon_f\) is zero and 
the distribution of \(\epsilon_t\) is estimated during the GP smoothing process, in 
which annual tide-gauge averages are assumed to have uncorrelated, 
normally distributed noise with SD 3 mm. For proxy data, \(\epsilon_f\) and \(\epsilon_t\) are 
treated as independent and normally distributed, with an standard dev-
iation (SD) specified for each data point based on the original publication. 
Geochronological uncertainties are incorporated using the noisy input GP 
method of ref. 97, which uses a first-order Taylor series approximation of 
the latent process to translate errors in the independent variable into errors in 
the dependent variable,

\[
f(x, t) = f(x, t) + \epsilon_f \frac{df(x, t)}{dt}.
\]  

The assumption that mean GSL over ~100–100 CE is equal to mean GSL 
over 1600–1800 CE is implemented by conditioning on a set of pseudo- 
data (with very broad uncertainties (SD of 100 m on each individual pseudo- 
data point) and a correlation structure that requires equality in the mean 
levels over the two time windows.

At the process level, the GP priors for \(g(t, l(x))\) and \(m(x, t)\) are given by

\[
g(t) = GP\{0, c_0^g \delta(t, t')\}
\]  

\[
l(x) = GP\{ICEG(x), c_0^l(x, x')\}
\]  

\[
m(x, t) = GP\{0, c_0^m(x, x')\delta(x, x')\delta(t, t')\}
\]  

Here, \(ICEG(x)\) denotes the GIA rate given by the ICGES-VM2-90 model 
of ref. 98 for 1700–1950 CE. The temporal correlation function \(\rho(t, t')\) is a 
Matérn correlation function with smoothness parameter 3/2 and scale \(\tau\). \(\rho\) 
The choice of smoothness parameter 3/2 implies a functional form in which the 
first temporal derivative is everywhere defined. The spatial correlation 
function \(\rho(x, x')\) is an exponential correlation function parameterized in terms of 
the angular distance between \(x\) and \(x'\).

The hyperparameters of the model include the prior amplitudes \(c_0^g\) 
which is a global datum offset (for \(ML_{21}, 118 \text{ mm}\); \(c_0^l\), which is the prior 
amount of GSL variability (for \(ML_{21}, 67 \text{ mm}\); \(c_0^m\), which is the prior SD 
of the linear rate term (for \(ML_{21}, 1.1 \text{ mm/y}\); \(c_0^y\), which is the prior amplitude 
of regional sea-level variability (for \(ML_{21}, 81 \text{ mm}\). They also include the 
timescales of global and regional variability, \(\tau_g\) and \(\tau_m\) (for \(ML_{21}, 136 \text{ y}\), 
the spatial scale of regional sea-level variability \(\lambda_m\) (for \(ML_{21}, 7.7\)'), and the 
spatial scale of deviations of the linear term from the ICGES- 
VM2-90 GIA model, \(\lambda_i\) (for \(ML_{21}, 5.9\)'). In the \(ML_{21}\) results presented in 
the main text, it is assumed that \(\tau_g = \tau_m = \lambda_m\). The four alternative sets of as-
sumptions and calibrations of the hyperparameters are described in 
Supporting Information.
Semiempirical Sea-Level Model. Our semiempirical sea-level model relates the rate of GSL rise $dh/dt$ to global mean temperature $T(t)$,

$$
\frac{dh}{dt} = a(T(t) - T_0) + c(t) [10]
$$

with

$$
\frac{dT_0}{dt} = c(T(t) - T_0)/\tau \\
\frac{dc}{dt} = c/\tau_2,
$$

where $a$ is the sensitivity of the GSL rate to a deviation of $T(t)$ from an equilibrium temperature $T_0(t)$, $\tau$ is the timescale on which the actual temperature relaxes toward the equilibrium temperature, and $c$ is a temperature-independent rate term with $\text{e}$-folding time $\tau_2$. The first term describes the GSL response to climate change during the study period. The second term covers a small residual trend arising from the long-term response to earlier climate change (i.e., deglaciation), which is very slowly decaying over millennia and of the order 0.1 mm/y in 2000 CE. It thus has a negligible effect on the modeled GSL rise during the 20th and 21st centuries.

By comparison with Eq. 2, ref. S used the formulation

$$
\frac{dh}{dt} = a_s(T(t) - T_0) + a_r(T(t) - T_0) + b(T'/dt). [11]
$$

The present model has two differences from that of ref. S. First, we substitute the temperature-independent term $c(t)$ for term $a_r(T(t) - T_0)$ and thus eliminate the temperature dependence in this term. This modified term describes a very slow component of sea-level adjustment that can capture the tail end of the response to the last deglaciation. Second, we omit the fast response term $b(T'/dt)$ because it is of no consequence on the long timescales considered here.

We sample the posterior probability distribution of the parameter set $\Psi = (c(t), T_0(t), a_s, a_r, \tau_2)$, specified as $P(T(t)|Ψ, T(T_1))$, using a Metropolis–Hastings (MH) algorithm (99) (Fig. S5A and Dataset S1, j). The starting parameter set is a maximum-likelihood set, determined by simulated annealing. Sampled Markov Chains are thinned to every 500th sample, with the first 1,000 samples discarded in a burn-in period.

We use two alternative temperature reconstructions (Fig. 18; i) the global regularized expectation-maximization (RegEM) climate field reconstruction (CFR) temperature proxy of Mann et al. (1), incorporating the HadCRUT3 instrumental data of ref. 100 after 1850 CE, and (ii) the Marcott et al. (2) RegEM global reconstruction. We use 11-year averages from the Mann et al. reconstruction’s annual values, whereas the Marcott et al. reconstruction reports 20-year average values. Because the number of proxy data in the Marcott et al. reconstruction decreases toward present, we combine it with 20-year averages from the HadCRUT3 data (100) and align them over their period of overlap (1850–1940 CE). The two temperature reconstructions are generally in good agreement, although the Marcott et al. record shows ~0.2 °C lower temperatures before ~1100 CE. This overall agreement provides confidence that the true global temperature is represented within the uncertainties of the records, whereas the modest differences motivate the use of both records to provide a more realistic representation of uncertainty in the calculated GSL.

We denote the temperature reconstruction as $S(t)$ and treat it as noisy observations of $T(t)$, i.e., $S = N(T(t), \Omega)$. To construct the temperature reconstruction covariance $\Omega$, we assume $S$ is an AR(1) time series, with variance as specified in the reconstruction and a correlation $\text{e}$-folding time of 10 y. For each iteration $j$ of our MH algorithm, we draw $n = 100$ samples $T_j$ from $T(S)$. We assume that $S$ and $T$ have uninformative priors, so that $P(T|S) = P(S|T)$. We then calculate the corresponding sea-level time series $h_j = h(Ψ, T_j)$, which we compare with the reconstructed GSL $g$ to calculate the posterior probability distribution $P(Ψ|g, S)$.

$g = P(Ψ|g, S) \approx P(Ψ|S)P(Ψ|S) = P(g|Ψ, S)P(Ψ|S)$

$$
\approx P(g|Ψ, S)P(T|TS)P(Ψ|S).
$$

$P(g|Ψ, S) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{g - h_j}{\sigma} \right) \Sigma^{-1/2}$

where $g = N(Ψ, Σ)$ is taken from the ML$_2$ regression. To calculate the posterior distribution of the portion of GSL change explainable by the semiempirical model, we simply take the distribution of $h_j$. The prior and posterior distributions of $Ψ$ are shown in Dataset S1, j.

To balance skill in modeling GSL with skill modeling the rate of change of GSL, we taylor the original covariance matrix $Σ$ estimated from the GP model. The resulting matrix $Σ = Σ + λk$ is the entrpywise product of the original matrix and an exponentially falling tapering function $λ_{ij} = \exp[-(i - j)/\tau_{cov}]$. We select a value of $\tau_{cov} = 100$ y, which is the maximum-likelihood estimate for the Mann et al. calibration based on a comparison of results for no tapering, a fully diagonal matrix, and values of $\tau_{cov} \in \{10, 50, 100, 200, 500, 1,000\}$ (Fig. S5B).

Counterfactual hindcasts of 20th century GSL were calculated by substituting $T_j$ for $T$ in Eqs. 12 and 13, where each sample $T_j$ was transformed into $T_j^′$ such that either (i) 20th century sea-level followed a trend line fit to $T_j$ from 500 CE to 1800 CE, or (ii) 20th century sea-level was equal to the 500–1800 CE average of $T$. The historical baseline $T_j^′$ was generated by replacing $T_j$ after 1900 CE with HadCRUT3, shifted so as to minimize the misfit between HadCRUT3 and $T_j$ over 1850–1900. The nonanthropogenic fraction is calculated as the difference of $h(Ψ, T_j′) - h(Ψ, T_j)$ (Fig. S4).

Projections of global mean temperature for the three RCPs were calculated using the simple climate model MAGICC6 (101) in probabilistic mode, similar to the approach of ref. 23. As described in ref. 102, the distribution of input parameters for MAGICC6 was constructed through a Bayesian analysis based upon historical observations (103, 104) and the equilibrium climate sensitivity probability distribution of AR5 (105). We combined every set of parameters $Ψ$, and historical temperatures $T_j$, with every single temperature realization of MAGICC6, so the uncertainties are a combination of parameter uncertainty, initial condition uncertainty, and projected temperature uncertainty.
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